
ECE 490: Introduction to Optimization Fall 2018

Solutions for Homework 5

1.
(a) We start by writing out the Lagrangian

L = x21 + x22 + x23 + x24 + x25 + λ(x1 + x2 + x3 + x4 + x5 − 5)

Based on ∇xL = 0, we have

2x1 + λ = 0

2x2 + λ = 0

2x3 + λ = 0

2x4 + λ = 0

2x5 + λ = 0

In addition, we have

∇λL = 0→ x1 + x2 + x3 + x4 + x5 = 5

We can solve the above equations and the only solution we get is

x∗1 = x∗2 = x∗3 = x∗4 = x∗5 = 1, λ∗ = −2

Notice ∇xxL(x∗, λ∗) = 2I > 0 where I is the 5 × 5 identity matrix. Therefore, the above
solution is the only local min for the problem.

(b) We can directly write out the Lagrangian as

L(x, y, λ) =
1

2
‖x‖2 +

1

2
(y − b)2 + λ(aTx− y)

If we fix λ, the minimization of L with respect to x and y is just a positive definite
quadratic minimization problem. Hence we can directly set the derivatives of L to be zero
and solve the global min. We fix λ and minimize L with respect to x and y as

∇xL = 0→ x = −λa
∇yL = 0→ y = b+ λ

Therefore, the dual function is

D(λ) =
1

2
‖a‖2λ2 +

1

2
λ2 + λ(−b− λ− aTaλ)

= −1

2
(1 + ‖a‖2)λ2 − bλ
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2.
(a) ADMM updates xk+1 as follows:

xk+1 = arg min
x

Lρ(x, yk, λk)

= arg min
x:Ax=b

{
λTk (x− yk) +

ρ

2
‖x− yk‖2

}
= arg min

x:Ax=b

{ρ
2
‖x− yk + λk/ρ‖2

}
Therefore, we have

xk+1 = projX

(
yk −

λk
ρ

)
where X is the set {x : Ax = b}. Similarly, we can show

yk+1 = S1/ρ

(
xk+1 +

λk
ρ

)
λk+1 = λk + ρ(xk+1 − yk+1)

where S1/ρ is the shrinkage operator that shrinks every value between −1/ρ and 1/ρ to 0.

(b) By definition, ADMM iterates as

xik+1 = arg min
xi

{
fi(x

i) + (λik)
T(xi − yk) +

ρ

2
‖xi − yk‖2

}
yk+1 = arg min

y

{
n∑
i=1

(
−(λik)

Ty +
ρ

2
‖xi − y‖2

)}
λik+1 = λik + ρ(xik+1 − yk+1)

Since fi(x
i) = 1

2
(aTi x

i − bi)2, we eventually have

xik+1 = (aia
T
i + ρI)−1(aibi + ρyk − λik)

yk+1 =
1

n

n∑
i=1

(xik+1 + λik/ρ)

λik+1 = λik + ρ(xik+1 − yk+1)
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