
SOLUTIONS

1 Problem 1

1. We have
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Since 0 < (1− ϵ)/(1 + ϵ) < 1 we have ∇2f ≻ 0, the unique minimizer is the solution of ∇f = 0 which
is x1 = x2 = 0.
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or equivalently
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The largest possible m is 2− 2 1−ϵ
1+ϵ and the smallest possible M is 2 + 2 1−ϵ

1+ϵ . Hence, κ = M/m = 1/ϵ

3. As ϵ → 0, it holds κ = 1/ϵ → ∞. Thus, we should expect gradient descent to converge slower.
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