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Inputs/Outputs
• Input: sequences of words (or tokens)
• Output: probability distribution over the next word (token)
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Greedy Decoding vs. Beam Search
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• Greedy Decoding
• Choose the "currently best" token at each time step
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Greedy Decoding vs. Beam Search
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• Beam Search (in this example, beam_width = 2)
• At each step, retain 2 hypotheses with the highest probability
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Most likely sequences are repetitive
In a shocking finding, scientist discovered a herd of unicorns living 
in a remote, previously unexplored valley, in the Andes Mountains. 
Even more surprising to the researchers was the fact that the 
unicorns spoke perfect English.
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Context:

Continuation: The study, published in the Proceedings of the National Academy of 
Sciences of the United States of America (PNAS), was conducted by 
researchers from the Universidad Nacional Autónoma de México 
(UNAM) and the Universidad Nacional Autónoma de México 
(UNAM/Universidad Nacional Autónoma de México/ 
Universidad Nacional Autónoma de México/ 
Universidad Nacional Autónoma de México/ 
Universidad Nacional Autónoma de México…

(Holtzman et al. ICLR 2020)
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Time to get random: Sampling
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• Sample a token from the token distribution at each step!

• It's inherently random so you can sample any token.

𝑦𝑦
̂
𝑡𝑡 ∼ 𝑃𝑃(𝑦𝑦𝑡𝑡 = 𝑤𝑤|{𝑦𝑦}<𝑡𝑡)

restroom
grocery

store
airport

bathroom
beach
doctor

hospital
pub
gym
his

He wanted
to go to the Model
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Decoding: Top-k Sampling
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• Problem: Vanilla sampling makes every token in the vocabulary an option
• Even if most of the probability mass in the distribution is over a limited set of options, the tail of the 
distribution could be very long and in aggregate have considerable mass (statistics speak: we have 
“heavy tailed” distributions) 

• Many tokens are probably really wrong in the current context.
• Although each of them may be assigned a small probability, in aggregate they still get a high chance 
to be selected.

• Solution: Top-k sampling (Fan et al., 2018)
• Only sample from the top k tokens in the probability distribution.
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Decoding: Top-k Sampling
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• Solution: Top-k sampling (Fan et al., 2018)
• Only sample from the top k tokens in the probability distribution.
• Common values for k = 10, 20, 50 (but it's up to you!)

• Increasing k yields more diverse, but risky outputs
• Decreasing k yields more safe but generic outputs

He wanted
to go to the Model
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Issues with Top-k Sampling
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For flat distribution,
Top-k Sampling may cut off too quickly!

For peaked distribution,
Top-k Sampling may also cut off too slowly!
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Decoding: Top-p (Nucleus) Sampling
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• Problem: The token distributions we sample from are dynamic
• When the distribution 𝑃𝑃𝑡𝑡 is flat, small 𝑘𝑘 removes many viable options.
• When the distribution 𝑃𝑃𝑡𝑡 is peaked, large 𝑘𝑘 allows too many options a chance to be selected.

• Solution: Top-p sampling (Holtzman et al., 2020)
• Sample from all tokens in the top 𝑝𝑝 cumulative probability mass (i.e., where mass is concentrated)
• Varies 𝑘𝑘 according to the uniformity of 𝑃𝑃𝑡𝑡
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Decoding: Top-p (Nucleus) Sampling
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• Solution: Top-p sampling (Holtzman et al., 2020)
• Sample from all tokens in the top 𝑝𝑝 cumulative probability mass (i.e., where mass is concentrated)
• Varies 𝑘𝑘 according to the uniformity of 𝑃𝑃𝑡𝑡

p=0.2

𝑃𝑃𝑡𝑡(𝑦𝑦𝑡𝑡 = 𝑤𝑤|{𝑦𝑦}<𝑡𝑡) 𝑃𝑃𝑡𝑡(𝑦𝑦𝑡𝑡 = 𝑤𝑤|{𝑦𝑦}<𝑡𝑡)

p=0.12 p=0.8

𝑃𝑃𝑡𝑡(𝑦𝑦𝑡𝑡 = 𝑤𝑤|{𝑦𝑦}<𝑡𝑡)
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Scaling randomness: Softmax temperature
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• Recall: At time step t, model computes a distribution 𝑃𝑃𝑡𝑡 by applying softmax to a vector of scores 𝑆𝑆 ∈
ℝ|𝑉𝑉|

•Here, you can apply temperature hyperparameter 𝜏𝜏 to the softmax to rebalance 𝑃𝑃𝑡𝑡:

• Raise the temperature 𝜏𝜏 > 1: 𝑃𝑃𝑡𝑡 becomes more uniform
• More diverse output (probability is spread across vocabulary)

• Lower the temperature 𝜏𝜏 < 1: 𝑃𝑃𝑡𝑡 becomes more spiky
• Less diverse output (probability concentrated to the top tokens)

𝑃𝑃𝑡𝑡(𝑦𝑦𝑡𝑡 = 𝑤𝑤|{𝑦𝑦<𝑡𝑡}) =
exp(𝑆𝑆𝑤𝑤)

∑𝑤𝑤′∈𝑉𝑉exp(𝑆𝑆𝑤𝑤′)

𝑃𝑃𝑡𝑡(𝑦𝑦𝑡𝑡 = 𝑤𝑤|{𝑦𝑦<𝑡𝑡}) =
exp(𝑆𝑆𝑤𝑤/𝜏𝜏)

∑𝑤𝑤′∈𝑉𝑉exp(𝑆𝑆𝑤𝑤′/𝜏𝜏)
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Scaling randomness: Softmax temperature
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• You can apply temperature hyperparameter 𝜏𝜏 to the softmax to rebalance 𝑃𝑃𝑡𝑡:

• Raise the temperature 𝜏𝜏 > 1: 𝑃𝑃𝑡𝑡 becomes more uniform
• More diverse output (probability is spread across vocabulary)

• Lower the temperature 𝜏𝜏 < 1: 𝑃𝑃𝑡𝑡 becomes more spiky
• Less diverse output (probability concentrated to the top tokens)

𝑃𝑃𝑡𝑡(𝑦𝑦𝑡𝑡 = 𝑤𝑤|{𝑦𝑦<𝑡𝑡}) =
exp(𝑆𝑆𝑤𝑤/𝜏𝜏)

∑𝑤𝑤′∈𝑉𝑉exp(𝑆𝑆𝑤𝑤′/𝜏𝜏)
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Scaling randomness: Softmax temperature
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• You can apply temperature hyperparameter 𝜏𝜏 to the softmax to rebalance 𝑃𝑃𝑡𝑡:

• Raise the temperature 𝜏𝜏 > 1: 𝑃𝑃𝑡𝑡 becomes more uniform
• More diverse output (probability is spread across vocabulary)

• Lower the temperature 𝜏𝜏 < 1: 𝑃𝑃𝑡𝑡 becomes more spiky
• Less diverse output (probability concentrated to the top tokens)

𝑃𝑃𝑡𝑡(𝑦𝑦𝑡𝑡 = 𝑤𝑤|{𝑦𝑦<𝑡𝑡}) =
exp(𝑆𝑆𝑤𝑤/𝜏𝜏)

∑𝑤𝑤′∈𝑉𝑉exp(𝑆𝑆𝑤𝑤′/𝜏𝜏)

NOTE: Temperature is a hyperparameter for decoding algorithm, not 
an algorithm itself! It can be applied for both beam search and 

sampling methods.
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Decoding: Takeaways
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• Decoding is still a challenging problem in NLG - there's a lot more work to be done!

• Different decoding algorithms can allow us to inject biases that encourage different 
properties of coherent natural language generation

• Some of the most impactful advances in NLG of the last few years have come from 
simple but effective modifications to decoding algorithms
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Alignment

• Background: What is Alignment of LLMs?

• Data: How can we get the data for instruction learning?

• Method: How can we align LLMs with supervised fine-tuning (SFT)?

• Evaluation: How can we compare different LLMs in terms of alignment?

Large Model Reasoning - CSE 291 Lecture17: Alignment15
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What is Alignment of LLMs?

• Instruction Learning: teaching base LLMs to follow instructions

Large Model Reasoning - CSE 291 Lecture17: Alignment

• Preference Learning: adjusting instructed LLMs to behave as human expected

Base LLM

e.g., Llama-2

Aligned LLM

e.g., Llama-2-chat

I can complete your 
text.

I can better follow your 
instructions.

Instruction Learning (Part 1)

Preference Learning (Part 2)
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Example: Llama-2’s alignment

Large Model Reasoning - CSE 291 Lecture17: Alignment

We are here for Part 1!
Base LLM Aligned LLM

Part 2!
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Dataset for Instruction Learning 

• 1. Synthetic Conversion

• 2. Human Annotation

• 3. Collected from ChatGPT/GPT-4

• 3.1. Community Sharing 

• 3.2. Strategic Collecting 

Large Model Reasoning - CSE 291 Lecture17: Alignment18
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Dataset for Instruction Learning 
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• 1. Synthetic Conversion of Existing NLP Datasets

https://blog.research.google/2021/10/introducing-flan-more-generalizable.html

19
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An existing NLP task:
Binary Classification Converted to Seq2Seq tasks with different instruction templates.

—> Unified Data Formats for Massive Multi-Task Training

https://blog.research.google/2021/10/introducing-flan-more-generalizable.html

20
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Dataset for Instruction Learning 

Large Model Reasoning - CSE 291 Lecture17: Alignment

• 2. Human Annotation: 

We are here for Part 1! Part 2.

OpenAssistant: An Open-Source Human Annotation Dataset

ChatGPT’s pipeline for data collection.
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Dataset for Instruction Learning 

Large Model Reasoning - CSE 291 Lecture17: Alignment

• 3.1. Community Sharing from ChatGPT

Natural Queries from 
Human Users on GhatGPT

sharegpt.com

T-SNE plots of the embeddings of user prompts.

WildChat: Providing Free GPT-4 APIs for Public Users 
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Dataset for Instruction Learning 

Large Model Reasoning - CSE 291 Lecture17: Alignment

• 3.2. Strategical Collecting Data from ChatGPT

Self-instruct pipeline for data collection. https://arxiv.org/abs/2212.10560
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Efficient Fine-Tuning

Large Model Reasoning - CSE 291 Lecture17: Alignment

https://magazine.sebastianraschka.com/p/practical-tips-for-finetuning-llms

• LoRA: Low-Rank Adaptation: Motivation

24
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Evaluation of Alignment

• Benchmarking Datasets

• Human Annotation 

• GPTs as Judges

• Open LLM Evaluators

• Safety Evaluation  

Large Model Reasoning - CSE 291 Lecture17: Alignment25
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Evaluation of LLM
• Benchmarking Datasets

Large Model Reasoning - CSE 291 Lecture17: Alignment

Test base/aligned LLMs on a wide range 
of reasoning tasks. 

(Usually with few-shot ICL examples)

Not in conversation formats and many 
tasks are less natural.
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Win-rate Matrix 

Evaluation of LLM Alignment
• Human Votes

Large Model Reasoning - CSE 291 Lecture17: Alignment

Elo Rating for 
Ranking LLMs
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Evaluation of LLM Alignment
• GPTs as Judge

Large Model Reasoning - CSE 291 Lecture17: Alignment

Win Rates (as to text-davinci-003)
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Evaluation of LLM Alignment
• GPTs as Judge

Large Model Reasoning - CSE 291 Lecture17: Alignment

Prompting
GPT-4

MT-Bench: Scoring-based Evaluation of LLMs
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RLHF/RLAIF

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

Pre-training Instruction Tuning RLHF/RLAIF

In-Context Learning Alignment:
• Instruction following
• Preference tuning

• Safety
• Etc.
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Limitations of Instruction Tuning

• Why do we need RLHF?

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

LM objective != human 
preferences

31
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Limitations of Instruction Tuning

• Why do we need RLHF?

• (Open-ended) generation:

• What makes one output better than the other? -> hard to define

• What types of LM errors should be weighted more?

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

LM objective != human 
preferences
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Limitations of Instruction Tuning

• Why do we need RLHF?

• (Open-ended) generation: How do you capture all of the following and more in a loss 
function:

• What is a helpful output?

• What is a polite output?

• What is a funny output?

• What is a safe output?

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

LM objective != human 
preferences

33
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RLHF!

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

arxiv in Sep 2020
NeurIPS 2020

arxiv in Sep 2019
NeurIPS 2020
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“Learning to Summarize with Human Feedback”

https://openai.com/research/learning-to-summarize-with-human-feedback

Large Model Reasoning - CSE 291 Lecture19: Alignment 235

https://openai.com/research/learning-to-summarize-with-human-feedback
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“Learning to Summarize with Human Feedback”

https://openai.com/research/learning-to-summarize-with-human-feedback

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

RL methods don’t 
always assume 

“preference-based”
(j is better than k) 
human feedback 

and reward model, 
but that’s what’s 

common with 
current “RLHF” 

approaches

36
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“Fine-Tuning Language Models with Human Feedback”

Large Model Reasoning - CSE 291 Lecture19: Alignment 237
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The general RLHF pipeline

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

Instruction-
tuned Model

�

Collect Comparison 
Data

� Train Reward 
Model on 

Comparison 
Data

�

Use RL to 
Optimize a 

Policy with the 
Reward Model

�

✚
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Human Preferences

Ranking of the samples.

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

Prompt

Sample A

C A B
Sample B

Sample C

A set of sampled completions 
for a prompt.
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Human Preferences

Triples

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

Prompt

Sample A

Sample B

Sample C

A set of sampled completions 
for a prompt.

Prompt Preferred 
Response

Dispreferred 
Response
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Example: Annotation

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

• Annotator needs 
to choose whether 
they prefer A or B. 

     a resignation letter to my current employer, while leaving on good terms and expressing gratitude f  

  two responses from the chatbot. (Please scroll down on the content to see the entire response if i    
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Pairwise Comparison

• Hard to be consistent among different annotators!

• It’s more reliable (Phelps et al., 2015; Clark et al., 2018)

• Can be used with the Bradley-Terry (1952) model

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

How would you rate this output?

Why do pairwise comparison and not rate outputs directly?

 n engaging travel blog post about a recent trip to Hawaii, highlighting cultural experiences and mus
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From Preference Data to Bradley-Terry Model

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

Reward for preferred
response

Reward for dispreferred 
response

Prompt Preferred 
Response

Dispreferred 
Response

Logistic function; 
which is equivalent 
to using softmax:
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But..

• How do we get feedback for the reward while training our RL model?

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

Which output 
do you prefer?

Having a human in the loop is 

very expensive!
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But..

• How do we get feedback for the reward while training our RL model?

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

Instead: train a Reward Model 

(RM) on preference data to 

predict preferences!

Ziegler et al., 2019 “Fine-Tuning Language Models from Human Preferences”
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• Train on preference data.

• Minimizing negative log likelihood.

• Train an LLM with an additional layer to minimize the neg. log likelihood

Reward Model

Bradley-Terry Model

Large Model Reasoning - CSE 291 Lecture19: Alignment 246
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Evaluating Reward Models

• Accuracy of predicting human preferences.

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

Cui et al., ArXiV 2023 “UltraFeedback: Boosting Language Models with High-quality Feedback”

Preference Datasets

eward Models

47



Large Model Reasoning - CSE 291 Lecture11: Natural Language Generation

Fun Facts about Reward Models

• Trained for 1 epoch (to avoid overfitting)!

• Evaluation often only has 65% - 75% agreement

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

Lambert et al., 2023
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Reinforcement Learning Basics

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

Target Environment

Agent

state

reward

action

: policy
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RL in the Context of Language Models…

Large Model Reasoning - CSE 291 Lecture19: Alignment 2

Target Environment

Agent

state

reward

action

: policy

Tokens generated

Language model

Next token to generate
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